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1.  The size of a most powerful level @ randomized test is less than « implies
(A) The test is not a level o test (B) The power of the test is unity
(C) The power of the testislessthan1 (D) The test is not a size a test

1
2. If Wiand W, are the most powerful critical regions of size a,and a,then
a, < a,implies
A) W, oW,
(B W cW,
C WinW,=¢
(D) No comparison of W, and W,is possible
3.  If a statistical test is consistent then
(A) the test is unbiased
(B) the test is uniformly most powerful
(C) power of the test — 1 as sample size - =
(D) the test is a similar test
4, For which one of the following test problem UMP test exist
(A) H: y=yyvs K:u#y, inthecaseof N(u,l)
(B) H: 8= 6, vs K:0+0, in the case Cauchy (8, 1) b=
(C) H: #=6, vs K:8#86, in the case Poisson with parameter #
(D) H: 8=6, vs K:0+86, in the case U (0, &)
5.  Which one of the following is a false statement? ‘ |
(A) A minimal sufficient statistic need not be unique.
(B) A complete sufficient statistic is minimal.
(C) A minimal sufficient statistic is a function of all the sufficient statistics. ’
(D) A minimal sufficient statistic is complete r
]
6. If T is an estimator of & then the condition E(7,) = #and Var(T,) - 0as n — wis
a sufficient condition for
(i) T weakly consistent for 8.
(i1) T mean square consistent for £.
(A) (i) and (ii) are true (B) only (ii) is true <\

(C) only (i) is true (D) both (i) and (ii) are false
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10.

11.

12,

Which one of the following is a true statement if g is any continuous function?
(A) If Tis consistent for & then g(7T")is consistent for &. .
(B) If Tis unbiased for @ then g(7T)is unbiased for &.

(C) If Tis sufficient for & then g(T')is sufficient for 8.
- (D) -All the above three options one false.

An estimator T of & is UMVUE of a # if T is unbiased for # and

(A) Var(T )= Cramer-Rao bound for the variance of unbiased estimators of 4.
(BY Var(T) < variance of all other unbiased estimators of 8§ V&.

(C) Var(7T )= Chapman-Robin bound for unbiased estimators of &.

(D) Var(T ) = Bhattacharya bound for unbiased estimators of &.

Which one of the following distribution does not belong to the one parameter
exponential family?

(A) N(0,6?%) (B) Ny 1)
(C) Exponential with mean 1 /@ (D) Cauchy (6,1)

Which one of following is a false statement regarding the minimum chi-square
estimate?

(A) It is consistent

(B) Asymptotically normally distributed
(C) Asymptotically UMVUE

(D) It is sufficient

If 6 is the MLE of @, which one of the following is false?
(A) @is consistent for ¢ and asymptotically unbiased.

(B) If gis differentiable function of # then MLE of g(#)is g(é}.

_(C) Asymptotically @ is the UMVUE of 6.

-

(D) & is sufficient for &.

The shortest expected width confidence interval for @ based on a random sample of
nobservations from U (0, @) is

(A) Right sided (B) Left sided
(C) Two sided (D) depends on the value of «
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14.

—_—_
o

16.
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Which one of the following is not true regarding the properties of the LSE @ of @ in
the linear model ¥ = X8 +e, e~ N(0,0°1,), 8=(6,,....6,) ?

(A) 6, is unbiased for 6, Vi
(B) i§', has the smallest variance among all linear unbiased estimators of &,.

(C) @ has the smallest generalized variance among all linear unbiased estimators of

8.
(D) @ is UMVUE of 6

Jordan Hahn decomposition theorem says that any distribution function can be
decomposed as

(4) infinitely many distributions
(B) infinitely many discrete distributions
(C) a discrete and a continuous distribution

(D) finitely many discrete distributions

0, x<0
1 1
— 0=x< E
The distribution function F(x)={, 1\ , is
X-——=x=<1
(=%}
1, x=21
(A) continuous (B) neither discrete nor continuous
(C) discrete (D) not a distribution function

Let {X,}] be a sequence of independent random variables such that

PIX, =1]==; PX, =0]=1-2,n=12,.. Which of the following statements is
true?

(A) X, converges to zero in r'* mean (B) X, converges to zero almost surely
(C) Both (A) and (B) (D) Neither (A) nor (B)

If the probability generating function of a random variable is ¢(s), then its variance

15
(A)  ¢#°(0)-¢(0) (B) ¢'(1)+¢@)-[QF
© ¢)-Fof M) ¢'(1)-¢'(0)
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18.

19.

20.

21.

22,

23.

Let X be a positive integer valued random variable. Then its expected value is given
by '

(A) ip[x >k] (B iP{X =k] (C) iP{x <k] (D) iP[X = k]

k=1 k=]

Consider the following bivariate probability distribution.

Y
-1 1
X -1 1/2 0
1 0 1/2
The characteristic function of (X,Y) is
(A) %k”‘“”‘} + g itin)] (B) %
(C) 2e7ars) (D) 24

Strong Law of Large Numbers is based on the concept of
(A) Weak convergence (B) . Almost sure convergence

(C) Convergence in pmhnhilit}? (D) Convergence in rth mean

Cauchy — Schwartz inequality is a particular case of
(A) Jensen's inequality (B) Minkowski inequality
(C) Holder's inequality (D) C: inequality

Let {A,} be  independent  events  with P{A,}= % ¥ n = 1.Then

P{A_ occuring infinitely often} is

(a) 0 (B) 05
(C) 1 (D) Cannot be determined

The density function of a random variable X is given by

2
f) =" 0%<1 mpen PIX>3/4 | X>1/2] is
0, otherwise
(A) 3/5 (B) 37/56 (C) 25/50 (Dy 1/3
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25.

26.

27.

28.

29,
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The variance of a degenerate random variable is

(A) Infinity (B) Zero

(C) One - (D) Undeterminable

The transition probability matrix of a Markov Chain is a stochastic matrix, because
(A) itis a square matrix (B) having non-negative elements

(C) its row sum is unity (D) satisfying all (A), (B) and (C)

Suppose X(t) represents the maximum temperature at a particular place in (0,t) then
the stochastic process {X(1); t>0} is

(A) discrete time continuous state space

(B) continuous time discrete state space

(C) discrete time discrete state space

(D) continuous time continuous state space

If {X():teT} is a stochastic process such that for 1 < t2 < ...<ta < t
Pla = X(t) = b/ X(t1)= x1, X(tz)=xz,...., X(tn)= xa] = Pla < X(t) b/ X(ta)= xx], then
the process is

(A) Poisson (B) Yule process

(C) Markov (D) Birth and Death process

Let {X,;n20} be a Markov Chain with three states 0, 1, 2 and with transition

Yo Y% 0
probability matrix | % ' % | with initial distribution P[Xo =i] = 1/31 =10, 1, 2.
0 % Y
Then
P[X: =2, X1 =1/ Xo = 2] is equal to
(A) 315 | (B) 3/16
(C) 317 (D) 3/19

The two step transition probability matrix of a Markov Chain with states 0,1,2 is
5/8 5/16 1/16

given by|5/16 1/2 3/16| and the initial distribution P[Xe =0] = 1/3. Then
3/16 9/16 1/4

P[X:=1, Xo=0] is equal to

(A) 5/48 (B) 5/47 (C) 5/46 (D) 5M1




30.

31.

32.

33.

34.

35.

36.

The period d(i) of a return state i is
&) d = Min{m/ F{" > 0] B & = Max{m/ P >0}

(© d =GCD{m/ P >0} (D) di = LCM {m/ P >0}

Let Fix denote the probability that starting with state j, the system will ever reach
state k. A state j is said to be persistent if

(A Fi=1 (B) Fi<1 (C) Fi>1 (D) F;=0

The Chapman-Kolmogorov equation is useful for computing
{A) Periodicity of a Markov Chain (B) Order of a Markov Chain
(C) Return state probability (D) Higher order transition probability

Which one of the following is not the property of a Poisson process?

(A) Poisson Process is a Markov Process such that the conditional probabilities are

constant
(B) Itis a stationary process.
(C) The sum of two independent Poisson process is also a Poisson process.

(D) Poisson process has independent as well as stationary increments.

Suppose that customer arrives at a service counter in accordance with a Poisson
process with mean rate of 2 per minute. The probability that the interval between two
successive arrivals is more than 1 minute is

(A) et (B) e? (C) e (D) e+
If {N(1)} is a Poisson process and s < t, then P[ N(s) =k / N(t) =n ] is

(A) Binomial distribution with p=s/t andq=1-s/t
(B) Binomial distribution with p=1-s/t and q= s/t
(C) Poisson distribution with parameter A t

(D) Poisson distribution with parameter 4 s

If {N(1)} is a Poisson process then the auto correlation between N(t) and N(t+s) is

Firx 2 { 172 & 12 ! 112
25 e[ e e (g
I f+s I 5
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40.

41.

42.

43.

44.
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If the probabilistic structure of the process is invariant under translation of the time
axis then the process is called as

(A) Gaussian process (B) Poisson process

(C) Birth and Death process (D) Stationary process

Which one of the following is not the property of covariance function C(s,t) = cov|

X(s),X(t)] of a stochastic process { X(1); t=0}?

(A) Itis symmetric
(B) Itis non-negative definite
(C) The sum and product of two covariant functions are again a covariant function

(D) The reciprocal of covariance function is again a covariance function.

In a RBD the treatments are tested with the F ratio with df (4, 20). The total number
of observations considered in this design is

(A) 24 (B) 80 j (C) 30 (D) 32

Consider a completely randomized design with 4 treatments and 6 replications each.
It is found that the total sum of square is 1300; treatment sum of square is 700. Then

the mean square error is

(A) 20 (B) 30 (C) 40 (D) 50

In a Latin square design of order 5 with two missing values it is found that the error
sum of square is 120. Then the mean square error is

(A) 10 (B) 12 © 15 (D) 8

A researcher conducts each replicate of a 27 Factorial experiment in 16 blocks of size
8 each. The number of interactions to be confounded is

(A) 8 B 7 (C) 15 (D) 16

For a Balanced Incomplete Block Design with parameters (v, b,r, &, i), which of the
design given below is not a BIBD?
(A) 6,10,5,3,2 (B) 17,7,3,3,1 (C) 8,14,7,4,2 (D) 17,7,4,4,2

A block design with v treatments in b blocks is said to be connected if the rank of the
design matrix C is equal to

(A) b-1 (B) b ©) v-1 D) v

¥
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45.

46.

47.

48.

49.

al.

52.

A population consists of 10 students. The mark obtained by one student is 10 less
than the average of the marks obtained by the remaining 9 students. Then the
variance of the population of marks (&%) will always satisfy

(A) o*=10 (B) &*=10 ({C) o*<10 (D) e%29

With usual notation finite population correction is
a) (N-1)/n (B) (N-n)/N (C) (N-n)/n D) 1-(1/n)

In samples of moderate size the distribution of the ratio estimate shows a tendency to
(A) symmetry (B) negative skewness

(C) non-normal (D) positive skewness

Variance of the regression estimate is smaller than that of the mean per unit if

(A) p=0 (B) p#0 (Cy A=l D 8i=1

Systematic sampling means

14A) selection of n contiguous units

(B) selection of n units situated at equal distances
(C) selection of n largest units

(D) selection of n middle uniuis ... a sequence.

Let X be a r.v. denoting failure time of a component. Failure rate of the component is
constant if and only if p.d.f. of X is

(4) Exponential (B) Negative binomial
(C) Weibull (D) Normal

The hazard rate of Weibull distribution is monotonic and it has
increasing(decreasing) failure rate when the shape parameter ( #) is

A) B> ® p<Gh © B> M) p=(Nn

A two component system in parallel set up has constant failure rate. What is the
reliability function for such configuration?

(A) R(t)= 1- [exp(- 4 1 t) + exp(- A 2t)]

(B) R(t)=exp(-A1t) +exp(-A1t) + exp(-(A:1+ A2)t)

(C) R(t)=(1- exp(- 2 1t))(1-exp(- 1 2t))

(D) R(t)= 1+ (1- exp(- A 1 t))(1-exp(- 4 2 t))
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57.

59.
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Sixty items were placed on test and the test was terminated after the 10 items failed.
The failure time (in hours) were recorded as follows: 85, 151, 280, 376, 492, 520, 623,
715, 820 and 914. Assume that the failure time distribution is exponential with
parameter A . The estimated reliability at t = 600 is -

(A) 0.94 (B) 0.88 (C) 0.75 (D) 0.66

Under censoring scheme, a batch of transistors are kept for the life test in a random
experiment and the test is terminated at a pre specific time t.. This test experiment is

called _
(A) Type-I censoring (B) Type-II censoring

(C) Random censoring (D) Progressive censoring

For a maximization type linear programming problem, the simplex method is
terminated when all values of

(A) z,-¢;20 (B) z;-¢;=<0 (C) z,-¢;=0 D) z;-¢;#0

The feasible solution to a Linear Programming Problem

(A) must satisfy all of the problem’s constraints simultaneously
(B) need not satisfy all of the constraints, only some of them
{(C) must be a corner point of the feasible region

(D) must optimize the value of the objective function

If the constraints of the primal problem are all equations then the dual variable will
be

(A) Positive (B) Negative

(C) Unrestricted in sign (D) Equal to zero

The initial solution of a transportation problem can be obtained by applying any
known method. However, the only condition is that

{A) the solution is optimal (B) the rim conditions are satisfied

(C) the solution should not be degenerate (D) all the above

Dual Simplex method is used to solve a LPP when
(A) The solution is non-optimum and infeasible
(B) The solution is optimum and infeasible

(C) The solution is non-optimum and feasible

(¥

(D) The solution is optimum and degenerate
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60.

61.

62.

63.

64.

In post-optimality analysis of LPP, the feasibility condition is affected due to
(A) Changes in the cost vector '

(B) Changes in the requirement vector

(C) Addition and deletion of linear constraints

(D) Both (B) and (C)

When there are more than one server, customer behaviour in which he moves from
one queue to another is

(A) Balking (B) dJockeying (C) Reneging (D) Alternating

For a two-person zero-sum game with A and B and payoff matrix for player A, the
optimum strategies are
(A) Minimax for A and Maximin for B (B) Maximax for A and Minimax for B

sy

{C) Minimin for A and Maximin for B (D) Maximin for A and Minimax for B

The expected number of customers in the system in (M/M/1) : (= /FCFS) queuing
model is

i o A A M
A) = B — C D
(A) i (B) A (C) Gi=2) (D) TE

where 4 and g are mean arrival rate and mean service rate respectively.

If X,,X,,...Xy is a random .. ple from Ny(u,¥) then the maximum likelihood
estimators of mean vector y and variance-covariance matrix ¥ are

= A = A = 5 = o
dj T B o s i )
(A) N (B) N1 (C) N (D) "
where A is Sum of squares and cross product matrix and 8 is sample covariance
matrix.

If X,,X,,..., Xy, is a random sample from Ny(u¥, ¥ 1) and X,,X;,...,X,,; isarandom
sample from N; (1@, ¥ 2) then the test statistic for testing the hypothesis H: p¥) = u@
against K: pV 2 p® where > 1= Y= ¥ (unknown) is

(A) T? = NlNE {)_(ﬂll _fl.:éil}?'s—lifill _ft?h}

"N +N,-2
(B} TE - NlNE(fu} _ }?f?)}fs—l(r[lh _ X“[ZJ}
- el N1N2 T _ T o=yl _ 37(2)
(C) T——~*—NI+N2{X XY SHX X'

N, + N, .+ = = -
{D} Tﬂ =211 2 {X{ll _ XI:EJ]TS_ll:X{“ _ XiE]l}
N1N2

" where S is the pooled sample variance-covariance matrix.
11 149



66.

67.

68.

69.
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71.

72,
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If ¥=1=1and p =1 in Wishart distribution then this distribution reduces to which
univariate distribution?

(A) 4 *distribution (B) Student’s t distribution
(C) " Snedecor’s F distribution (D) Normal distribution

If the p-component vector Y is distributed according to N (0,%) and Zis non-singular
then YZ7'Y is distributed according to

(A) ' distribution with p degrees of freedom
(B)  #®distribution with (p-1) degrees of freedom
(C) N,(0,YZY)

D) N,(0,YZ'Y)

The relation between Hotelling T? statistic and Mahalanobis D? statistic for testing
equality of two mean vectors of normal population is

N, +N ' N,N
Ay P | Slaeald s A s L O |
G { NN, } = (Nl"‘Nz}D
N.+N,-2 NN
0 T=|—2—2""Ip? Dy T?=|_tNtVs  |ne
i [ NN, } ) [N1+NE-2JD

Consider the multiple regression model ¥ = X + £ where Y, , Xosipeyr Pipapey 80d

Ens1r €~ N(0,6°I). Themleof g, #=(XX) XY is distributed according to
(A) N(B,o*I) B) N(p.I)

(C) N(B,c"(XX)™") (D) N(B,o*(XX))
Characteristic function of Binomial distribution with parameters n and p is

(A)  (gtpet) (B) (p+ge’) (C)  (1+pet) (D) (ptei)"

If the independent random variables X~ B (3,%] and Y~ B(E,%}, then P[X+Y=1] is

equal to
2} 2y’ [ 2)?
fard 1-| = 1+ = Dy 1
@) [ 2) ®) [EJ ©) 3] D)
IfX is a poisson variate such that P(X=2)=9P(¥=4)+90P(X=6) then the mean of X is
A 1 B) 2 () 3 D) 4
12
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74,

75.

76.

7T

78.

9.

80.

B1.

If two independent random variables X; and Xz have the same geometric distribution,
then X, given (X, + X,)=n follows :

(A) Uniform distribution (B) Poisson distribution

(C) Gamma distribution (D) Hypergeometric distribution

If X has uniform distribution in [0,1], then pdf of Y=-2log X is given by

g
2

B3

¥
] _¥ J
(A) (B) e (C) 2 (D) 3

The difference of two Poisson variates is

(A) Binomial variate (B) Poisson variate

(C) Gamma variate (D) None of the above

If X~ f4,(u,v)then Y= TT % follows

A) B [ﬂs"] B & (ﬂ, ") C) B [":'- V} D) A {.‘*’r ﬂ]
Ratio of two independent standard normal variates is

(A) Binomial variate (B) Poisson variate

(C) Normal variate (D) Standard Cauchy variate

If X~ »?, then X/2 follows Gamma distribution with parameter

(B)

@) 5 © 1 D 2

L
2

Standard error of sample variance is

@) o2 B) GZ\E © |2 O o
n n n
The cumulative distribution function of the smallest order statistic is
(A)  1-[1-F(x)] (By [1-F(x)]* (C) 1[1-Fx)] (D) 1-F(x)
If X< B{si.p); then cnv(i, n-X ] ie
mn mn

@ -2 B 24 © =P o =4

n i M n
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83.

84.

85.

86.

87.
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If X and Y have the same distribution, it does not imply that they are
(A) identical (B) different (C) independent (D) similar

Given that we have collected pairs of observations on two variables X and Y, we would
consider fitting a strmght line with X as an explanatory vanahle if

(A) thechangeinYi is an additive constant.

(B) the change in Y is a constant for each unit change in X
(C) thechangeinY is a fixed percent of Y

(D) the change in Y is exponential

The least squares regression line is the line

(A) which is determined by use of a function of the distance between the observed
Y 's and the regression line.

(B) which has the smallest sum of the squared residuals of any line through the
data values.

(C) for which the sum of the residuals about the line is zero.

(D) which has ali of the above properties

A botanist investigates the relationship between Y , the heights of seedlings (in
inches), and X, the number of weeks after planting. The summary data are: n = 6,

X = 4867, Y = 9467, sz: 154, ZY"z 696.54, zxr= 325.9 The fitted
regression line for seedling height on the number of weeks after planting is:

. 2.8 +2.62X (B) Y =2.8+262X
2.62 + 2.8X (D) Y =9.5+262X

A Y
(C)

=l
n

If you determine a point is an outlier, you would

(A) ignore it

(B) always delete it and then recalculate the line of best fit

(C) examine it carefully and try to determine what is causing it to be an outlier

(D) use itin the calculation of the Sum of Squared Errors

Neyman Pearson Lemma helps to obtain the most powerful test for testing
(A) asimple hypothesis against a simple alternative

(B) a simple hypothesis against a composite alternative

(C) acomposite hypothesis against a composite alternative

(D) acomposite hypothesis against a simple hypothesis.

14




88.

89.

90.

91.

92,

93.

94.

If the points fit the regression line well

(A) the confidence interval of the slope of the regression line will be narrow
(B) the confidence interval of the intercept will be narrow

(C) the correlation coefficient will be numerically high

(D) all of these are true.

Compared with parametric equivalents, nonparametric tests are
(A) Less powerful

(B) Less likely to reject the null hypothesis

(C) More conservative

(D) All of these

What could have undue influence on the value of the correlation and regression
coefficients estimated in fitting a model to the data set?

(A) Normality (B) Outliers (C) Regressors (D) Error term

For what type of data, we use Mc Nemar's test
(A) Ordinal (B) Interval (C) Ratio (D) Nominal

In Kruskal — Wallis ANOVA, if significance is observed then what is the suitable post-
hoc test to be used

{(A) Duncan's multiple range test

(B) Adjusted significance level with Bonferonni test

(C) Least significance test

(D) - Scheffe's test

The connection between almost sure (a.s) convergence, convergence in probability (p)
and in mean (m) is

(A) as=>m=0p (B) as=pp=>m

{(C) as=p,m=p (D) m=bas=p

X1,X2,X3 are independent observations from a normal population with mean & and
variance unity.

Two statistics T1 and Tz are defined as T} = A+ X: +2X, and T, = X'—+X3Lt-‘!—{1
The efficiency of T: relative to Tz is given by
8 3 9 4
Ay = B) — C - Dy —
(A) 9 (B) p (C) 3 (D)
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97.

98.

99.

100.
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The slope of the regression line

(A) may be positive or negative

(B) is the same as the correlation coefficient
(C) isindeterminate

(D) all of these

For a degenerate random variable at ae R

(A) PX=a)=0 (B) PX=a)=w (C) P(X=ag)=-o (D) PX=a)=1

Hypergeometric distribution tends to Binomial distribution as N — « and

M M M M
(A) N (B) NP (C) g“’“ (D) ?—:»1

Variance is always less than mean in the

(A) Poisson distribution (B) Negative Binomial distribution

(C) Binomial distribution , (D) Chi-square distribution

If X2and Y? are independent then
(A) X and Y are independent (B) X and Y need not be independent

(C) E(X?)=E(Y?) (D) EXY)=0

In a stratified random sampling scheme the population characteristics can be more
efficiently estimated from a stratified sample than from overall simple random

“sample if

(A) Strata means differ widely, and within strata variation is high.
(B) Strata means do not differ widely, and within strata variation is high.
(C) Strata means differ widely, and within strata variation is low.

(D) Strata means do not differ widely, and within strata variation is low.
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